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Modeling Morphological Learning: Tolerance Principle on Turkish past tense -DI
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Background

Turkish past tense suffix -DI has 8 allomorphs conditioned by voice assimilation Seven experiments were conducted where ATP model [5] was trained on a
and vowel harmony with regards to frontness and roundness [8].Vowel harmony combined corpus of 751 Turkish verbs inflected with -DI. Each experiment isolated
and voice assimilation rules apply consistently for all verbal stems. phonologically conditioned allomorphs of the morpheme.
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The train/test split was done using sklearn [12] with 563 verbs for training and
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Let R be a rule applicable to N items, of which e are exceptions. R is productive Evaluation

if and only if
< ON where BN := N/ InN

Abduction of Tolerable Productivity: A greedy search algorithm that
recursively generates a decision tree based on Tolerance Principle. [5]

- Precision, recall and Fl calculations on the test data

- wug-test [6] of 8 nonce words

[16]

- Decision trees provided by the model for explicit analysis of formulated rules.
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Decision tree for Experiment 4

The Present Study: tests ATP model on the rule-based allomorphy of the
Turkish morpheme -DI. Features Precision Recall Fl SR | -
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complex yet regular rules with limited occurrence. the metrics, one could argue that it captures children’s productive use of the
Metrics for experiments morpheme.
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generalize over features and natural classes, which ATP is unable to do.



