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Discussion
- Decision trees given by ATP fail to capture the allomorphy rules of -DI, especially in 

experiments where roundness is tested. However, given that this is not observed in 
the metrics, one could argue that it captures children’s productive use of the 
morpheme.  

- ATP is a rule-based model. Previous acquisition literature on Turkish verbal 
morphology suggest analogy effects based on token frequency in children’s 
production errors. Token frequency of sequences with roundness harmony (incl. 
those outside the verbal domain) were found to be higher than sequences without 
it (uru > ura) in a developmental corpus [11]. ATP’s shortcomings, especially with 
regards to roundness harmony, might be because an analogy-based process is 
involved in the acquisition of this morpheme.  

- ATP tests the final segment of a lemma for a given suffix against the Tolerance 
Principle, then the final two segments in case it is not productive under TP, and 
so forth. The allomorph of -DI for a given verb can depend on as much as three 
final segments.  

- At worst, ATP would have to consider, 21 consonants in Turkish orthography + 
21 x 21 + 8 vowels in Turkish orthography x 21 x 21 = 3990 possible rules for 
each allomorph. 

- Considering this, the acquisition of these different forms might simply require 
abstraction. Under feature theory, a Turkish-acquiring child would be able to 
generalize over features and natural classes, which ATP is unable to do. 

Background
Turkish past tense suffix -DI has 8 allomorphs conditioned by voice assimilation 
and vowel harmony with regards to frontness and roundness [8]. Vowel harmony 
and voice assimilation rules apply consistently for all verbal stems. 

-DI is used productively by Turkish-acquiring children as early as 1;5 of age with 
very little error [1][2]. Even the least frequent form of the morpheme to appear in 
the combined corpus for this study is reportedly used by a Turkish-acquiring child 
as young as 1;3 with less than seven verbs in their speech [2]. 

(1) gel -di 
come -DI 
They(sg.) came. 

(2) git -ti 
go -DI 
They(sg.) went. 

(3) ısır -dı 
bite -DI 
They(sg.) bit. 

(4) yap -tı 
do -DI 
They(sg.) did. 

(5) oku -du 
read -DI 
They(sg.) read. 

(6) somurt -tu 
frown -DI 
They(sg.) frowned. 

(7) gör -dü 
see -DI 
They(sg.) saw. 

(8) düş -tü 
fall -DI 
They(sg.) fell

The Present Study:  tests ATP model on the rule-based allomorphy of the 
Turkish morpheme -DI.  

Tolerance Principle
Tolerance Principle 

Let R be a rule applicable to N items, of which e are exceptions. R is productive 
if and only if  

e ≤ θN where θN := N / lnN    [16] 

Abduction of Tolerable Productivity:  A greedy search algorithm that 
recursively generates a decision tree based on Tolerance Principle. [5] 

- The suffix has many allomorphs that are completely rule-driven and even the 
least frequent form is acquired very early.  

- TP formulates rules that minimize the number of exceptions. A rule defined over 
a small set is more ‘tolerant’, more learnable.  

Hypothesis: The model should be successful with these phonologically 
conditioned allomorphs that exhibit no irregularity.  

Claim: The challenges of the data are such that they evaluate ATP’s ability to learn 
complex yet regular rules with limited occurrence. 

Results

Results

Features Precision Recall F1

Experiment 1 [+/- VOICE] 1.0 1.0 1.0
Experiment 2 [+/- BACK] 0.955539 0.934803 0.943099
Experiment 3 [+/- ROUND] 0.734524 0.650497 0.675638

Experiment 4 [+/- VOICE] 
[+/- BACK] 0.951042 0.942859 0.946500

Experiment 5 [+/- VOICE] 
[+/- ROUND] 0.867888 0.777437 0.805699

Experiment 6 [+/- BACK] 
[+/- ROUND] 0.906071 0.891674 0.893532

Experiment 7 
(Turkish forms)

[+/- VOICE] 
[+/- BACK] 

[+/- ROUND]
0.883886 0.888727 0.880219

Metrics for experiments 

Seven experiments were conducted where ATP model [5] was trained on a 
combined corpus of 751 Turkish verbs inflected with -DI. Each experiment isolated 
phonologically conditioned allomorphs of the morpheme.  
The train/test split was done using sklearn [12] with 563 verbs for training and 
188 for testing. 

Methods

Evaluation 
- Precision, recall and F1 calculations on the test data 
- wug-test [6] of 8 nonce words 
- Decision trees provided by the model for explicit analysis of formulated rules. 

Form Features Occurrence

-dı [+VOICE] [+BACK] 
[-ROUND] 270

-di [+VOICE] [-BACK] 
[-ROUND] 180

-tı [-VOICE] [+BACK] 
[-ROUND] 89

-ti [-VOICE] [-BACK] 
[-ROUND] 75

-du [+VOICE] [+BACK] 
[+ROUND] 55

-dü [+VOICE] [-BACK] 
[+ROUND] 35

-tu [-VOICE] [+BACK] 
[+ROUND] 25

-tü [-VOICE] [-BACK] 
[+ROUND] 22

Total 751

Data 
- 328 verbs from child-produced and 

child-directed speech from CHILDES 
Turkish corpora [4] [13] extracted 
using UDPipe 2.0 [15] 

- 900 most frequent verbs in Universal 
Dependencies Turkish Penn 2.10 
Treebank [9] queried through PML 
Tree Query [14] 

- combined by removing overlapping 
instances, then inflected using a 
Context-Free Grammar with NLTK [7]

E
x
p
e
c
t
e
d

Output
dı di tı ti du dü tu tü

dı 57 0 0 0 0 0 0 0
di 0 43 0 0 0 0 0 0
tı 0 0 31 3 0 0 0 0
ti 0 1 1 17 0 0 0 3
du 0 0 0 0 9 3 0 0
dü 1 0 0 0 0 9 0 1
tu 0 0 0 0 0 0 2 0
tü 0 0 0 0 0 1 0 6

Confusion matrix for Experiment 7 

nonce words

apıt lemir şatır kutul şöpür deriş kuruf pülüs

Experiment 1 apıttI lemirdI şatırdI kutuldI şöpürdI deriştI kurufdI pülüstI

Experiment 2 apıtDı lemirDi şatırDı kutulDı şöpürDi derişDi kurufDı pülüsDı

Experiment 3 apıtDi lemirDi şatırDi kutulDi şöpürDu derişDi kurufDu pülüsDi

Experiment 4 apıttı lemirdi şatırdı kutuldı şöpürdi derişti kuruftı pülüsti

Experiment 5 apıtti lemirdi şatırdi kutuldu şöpürdu derişti kurufdu pülüsti

Experiment 6 apıtDı lemirDi şatırDı kutulDu şöpürDü derişDi kurufDu pülüsDı

Experiment 7 apıttı lemirdi şatırdı kutuldu şöpürdü derişti kuruftu pülüstü

wug-tests for each nonce word

Decision tree for Experiment 7 Decision tree for Experiment 2

-Du

¬[a|e|k|l|n|p|s|t|z|ç|ı|ş|ar|er|ir|ır]#

-Di

[a|e|k|l|n|p|s|t|z|ç|ı|ş|ar|er|ir|ır]#

Decision tree for Experiment 3

Decision tree for Experiment 4

Decision tree for  
Experiment 1

Decision tree for Experiment 5

¬[e|i|ek|el|en|er|et|eş|ik|il|in|ir|iş]#

-Di

[e|i|ek|el|en|er|et|eş|ik|il|in|ir|iş]#

¬[a|p|s|ğ|ı|ak|al|an|ar|at|aş|rt|ık|ıl|ın|ır|ıt|ış]#

-Dı

[a|p|s|ğ|ı|ak|al|an|ar|at|aş|rt|ık|ıl|ın|ır|ıt|ış]#

failed

¬[a|l|p|s|ğ|ı|ak|an|ar|at|aş|rt|ık|ın|ır|ıt|ış]#

-Du

[a|l|p|s|ğ|ı|ak|an|ar|at|aş|rt|ık|ın|ır|ıt|ış]#

Decision tree for Experiment 6


